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\section*{Abstract}

Collaborative filtering (CF) approaches are widely applied in recommender systems. Traditional CF approaches have high costs to train the models and cannot capture changes in user interests and item popularity. Most CF approaches assume that user interests remain unchanged throughout the whole process. However, user preferences are always evolving and the popularity of items is always changing. Additionally, in a sparse matrix, the amount of known rating data is very small. In this paper, we propose a method of online collaborative filtering with dynamic regularization (OCF-DR), that considers dynamic information and uses the neighborhood factor to track the dynamic change in online collaborative filtering (OCF). The results from experiments on the MovieLens100K, MovieLens1M, and HetRec2011 datasets show that the proposed methods are significant improvements over several baseline approaches.

© 2019 Elsevier Inc. All rights reserved.

\section*{1. Introduction}

Recommender systems help consumers find items of interest from a wide range of choices [3]. They provide advice to find products, alleviate information overload [2], and enhance our satisfaction and loyalty to increase sales for e-commerce firms [12].

Collaborative filtering (CF) is one of the most successful techniques applied in recommender systems [3]. CF approaches predict user preferences only on their historical rating data and do not require domain knowledge or additional information. The key idea of CF is that if two users have previously liked similar items, they will continue to do so in the future [34].

Many model-based CF approaches have been proposed to improve the quality of recommender systems. For example, Zhou et al. added rating information to the latent Dirichlet allocation (LDA) model to obtain the distribution of users’ interests [39], Palumbo et al. proposed entity2vec to learn user-item relatedness based on knowledge graphs for top-n recommender systems [26]. Liang et al. used matrix factorization and item embedding to obtain the cooccurrence patterns of rare items [17].

Many deep learning methods have been applied in recommender systems. For example, Wang et al. proposed a hierarchical Bayesian model by integrating a stacked denoising autoencoder into probabilistic matrix factorization [29]. He et al.
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proposed a general framework, neural network-based CF, which leverages a multi-layer perceptron model to learn the user-item interaction function [8]. Wu et al. proposed recurrent recommender networks combining a long short-term memory model with traditional low-rank factorization [31]. Sedhain et al. used an autoencoder to embed items into latent space [27].

One of the most popular CF approaches is matrix factorization (MF), including probabilistic matrix factorization (PMF) [1] and nonnegative matrix factorization (NMF) [9]. The idea is to obtain user/item latent features from high-dimensional data and use them to predict unknown ratings.

Traditional CF methods that adopt batch learning algorithms [10] have four main drawbacks. First, retraining a model is expensive [4,16,18,19], and the models require all the data to be available before retraining. Second, they do not well handle dynamic ratings data, which are sequential, and new users and products are constantly being added [18]. Third, they fail to capture the drift of user preferences [4,13,37] because user interests are always evolving and the popularity of items is continuously changing. Finally, they are unsuitable and non-scalable for real-world large-scale online applications in which ratings usually arrive sequentially and periodically [23].

A variety of online collaborative filtering (OCF) methods have been proposed recently to alleviate these issues. Abernethy et al. proposed to learn a low-rank MF by optimizing the objective function in stochastic gradient descent [11]. Wang et al. exploited a principle similar to that of online multitask learning for OCF [30]. Lu et al. applied confidence-weighted learning [6] for OCF tasks [23]. Chenghao et al. proposed an online Bayesian inference algorithm incorporating content information into OCF [21].

OCF methods, which apply online learning algorithms, have several attractive advantages: (i) they avoid retraining a model from scratch for new training data because OCF methods update models sequentially [10]; (ii) their scale is linearly related to the number of observed ratings and the size of the latent features [19,38]; and (iii) they have low sensitivity to changes when models add new ratings [38] because they adopt online learning algorithms to update models for new training data.

The parameters of most current CF methods, both offline and online, are predetermined and invariant throughout the entire operation. These methods assume that user preferences and item popularity are static [23], which means that all items are equally rated by every user and all users are equally likely to rate every item. However, this assumption is not based in reality because user preferences continuously evolve [36].

CF methods must be able to track user interests and quickly provide recommendations [22]. Therefore, Koren proposed a CF method with temporal dynamics and built a factorization model of the changing characteristics of users and items [13]. Xiong et al. proposed a factor-based CF method that accounts for time [32]. Plovics et al. exploited temporal influences between users to improve recommendation quality [25].

In this paper, we add dynamic factors, including the dynamic average rating, user dynamic rating habits, item dynamic attributes, and dynamic rating distribution, to OCF to improve its accuracy. The neighborhood factor is also incorporated in our methods to track changes in user preferences. User rating behavior, item popularity, and the distribution of a user’s ratings are constantly in flux, especially for online learning. If a user’s tastes change, then his/her neighborhood will also change.

Our contributions in this paper include the following:

(i) We compute the dynamic rating behavior, i.e., the rating average of each user, the bias of each user, and the bias of each item in each interaction.

(ii) We update the weight of the user feature vector and item feature vector in each round.

(iii) We add the neighborhood factor to our method to track the drift of user preferences.

The rest of this paper is organized as follows. Section 2 briefly reviews the background and related work. Section 3 presents the details of our proposed model. Section 4 describes the experimental setting and results on three public datasets to demonstrate the performance of our methods. Section 5 provides our conclusions and suggestions for future work.

2. Background and related work

In this section, we introduce the problem settings of CF. Then we review some related work on recommender systems, including matrix-factorization-based CF methods, which perform well to reduce the problem of high-dimensional data, and OCF methods, which we study in this paper.

2.1. Problem setting

CF consists of three basic elements: user, item, and rating. The definitions of CF include the following:

Definition 1. User feature matrix $P \in \mathbb{R}^{k \times m}$; and user feature vectors $p_u$.

Definition 2. Item feature matrix $Q \in \mathbb{R}^{k \times n}$; and item feature vectors $q_i$.

Definition 3. User-item rating matrix $R \in \mathbb{R}^{m \times n}$; $r_{ui}$ represents the rating of user $u$ on item $i$. 
m is the number of users, n is the number of items, and k is the number of latent features. k is much smaller than n and m. P and Q are used to predict the unknown rating:
\[ \hat{r}_{u,i} = P_u^T Q_i. \]

The approximation error is minimized to obtain the optimal matrices P and Q:
\[
\arg\min_{P \in \mathbb{R}^{m \times k}, Q \in \mathbb{R}^{k \times n}} \| R - P^T Q \|_F^2,
\]
where \( \| \cdot \|_F \) is the Frobenius norm of the matrix. The above equation can be formulated as
\[
\arg\min_{P \in \mathbb{R}^{m \times k}, Q \in \mathbb{R}^{k \times n}} \sum_{(u,i) \in C} I(P_u, Q_i, r_{u,i}),
\]
where \( C \subseteq \{(u, i) | r_{u,i} \text{ is known} \} \), and the I function is used to measure the difference between the predicted and real values. The most common measurements are root mean squared error (RMSE) and mean absolute error (MAE), defined as
\[
\text{RMSE} = \sqrt{\frac{1}{|C|} \sum_{(u,i) \in C} (r_{u,i} - \hat{r}_{u,i})^2},
\]
\[
\text{MAE} = \frac{1}{|C|} \sum_{(u,i) \in C} |r_{u,i} - \hat{r}_{u,i}|.
\]
where \( C \subseteq \{(u, i) | r_{u,i} \text{ is known} \} \), \(|C|\) is the number of known ratings in \( C \), \( \hat{r}_{u,i} = P_u^T Q_i \) is the predicted rating, and \( r_{u,i} \) is the known rating. To optimize the RMSE, we define the loss function as
\[
I_1(P_u, Q_i, r_{u,i}) = (r_{u,i} - P_u^T Q_i)^2.
\]
Similarly, to optimize the MAE, we define the loss function as
\[
I_2(P_u, Q_i, r_{u,i}) = |r_{u,i} - P_u^T Q_i|.
\]

2.2. Matrix factorization-based CF methods

CF methods are generally divided into two basic categories of model- and memory-based CF [3]. Model-based CF methods perform better on problems of data sparsity, and are therefore more promising, and once trained, they make predictions more efficiently [19].

MF is one of the most successful model-based algorithms [13]. It performs well at reducing high-dimensional data. Its key idea is that a user’s rating behavior on an item is determined by some latent features [24]. First, MF learns the user and item feature vectors based on user-item ratings to reduce the dimensionality, and then uses the feature vector to predict unknown ratings. Matrix-factorization-based CF is defined as
\[
\sum_{(u,i) \in C} I(P_u, Q_i, r_{u,i}) + \frac{\lambda}{2} \left( \frac{1}{m} \sum_{u=1}^{m} \| P_u \|^2 + \frac{1}{n} \sum_{i=1}^{n} \| Q_i \|^2 \right),
\]
where \( C \subseteq \{(u, i) | r_{u,i} \text{ is known} \} \), \( I(P_u, Q_i, r_{u,i}) \) is a loss function, and \( \lambda \) is a regularization parameter.

2.3. OCF methods

Online learning algorithms can update the model and avoid the cost of retraining it when a new instance is added [10, 28, 35]. Many studies on OCF have emerged recently. Abernethy et al. proposed an OCF method for learning low-rank MF by optimizing the objective function directly [11]. However, this method optimized only the loss function and led to overfitting. An effective solution to this problem is to add regularization terms to constrain the objective function. Das et al. proposed a combination of MinHash clustering, probabilistic latent semantic indexing, and visitation counts to recommend personalized news for online users [5]. Zhou et al. added bias and confidence weights to OCF to improve its stability and accuracy [38]. Ling et al. designed a dual-average method for probabilistic MF by adding previous rating information in an approximate average gradient of the loss [19].

OCF is applied in many other areas. For example, Chenghao et al. combined online adaptive passive-aggressive methods with nonnegative matrix factorization to improve the accuracy [20], and Yang et al. applied OCF to social networking [33].

3. Online collaborative filtering with dynamic regularization

We now introduce the algorithm for online collaborative filtering with dynamic regularization (OCF-DR). Its key function is to add dynamic regularization and a neighborhood factor to OCF to improve its stability and accuracy.
3.1. Online collaborative filtering with dynamic regularization

The parameters of most CF methods are predetermined and invariable, and user preferences and item popularities are assumed to be static [36]. Therefore, the methods assume that all items are equally rated by every user and all users are equally likely to rate every item. This assumption is not realistic [38].

First, the popularity of products constantly changes, especially when new choices emerge [18]. Seasonal factors are among the most important. For example, sweaters are easier to sell in winter than in summer. Second, a user’s inclination continuously changes over time, which leads to the repositioning of their tastes. Emotions are another important factor [39]. For example, users who rated a movie at 3 stars may change their rating to 4 stars depending on their mood. So, dynamic factors are essential for OCF methods [18]. However, current work on OCF seldom considers the dynamic changes of users and items, and to consider the rating of only the interaction of the user feature vector and item feature vector is unreasonable.

Therefore, we propose OCF-DR, which adds dynamic regularization and a neighborhood factor to OCF. It has three main parts: (i) computing the dynamic change, i.e., the dynamic rating average of each user, the dynamic bias of each user, and the dynamic bias of each item in each interaction; (ii) updating the weights of the user feature vector and item feature vector in each round; and (iii) taking the neighborhood factor into account to track the change of user preferences.

Our method predicts ratings as follows:

\[ \hat{r}_{u,i} = \mu + b_u + b_i + P_u^T Q_i, \]

where \( \mu \) is the overall rating average; \( b_u \) is the user bias, the observed deviation of user \( u \), i.e., the rating behavior of the user; and \( b_i \) is the item bias, the observed deviation of item \( i \), i.e., the unique characteristics of the item.

User bias represents the intrinsic trend of the user. For example, some users tend to give higher ratings than others. Item bias represents the intrinsic properties of the item. For example, some items receive higher ratings than others. Both biases are independent of user interactions.

To optimize the RMSE, we define the loss function as

\[ l_1(P_u, Q_i, b_u, b_i, r_{u,i}) = (r_{u,i} - \mu - b_u - b_i - P_u^T Q_i)^2. \]  

(1)

Similarly, to optimize the MAE, we define the loss function as

\[ l_2(P_u, Q_i, b_u, b_i, r_{u,i}) = |r_{u,i} - \mu - b_u - b_i - P_u^T Q_i|. \]  

(2)

In our methods, we choose \( l_1 \) as the evaluation metric.

3.1.1. OCF-DR-I

The objective function of OCF-DR-I is

\[ C(P_u, Q_i, b_u, b_i) = \sum_{(u,i) \in C} l(P_u, Q_i, b_u, b_i, r_{u,i}) + \frac{\lambda}{2} \left( \sum_{u=1}^{m} p(u) \|P_u\|^2 + \sum_{i=1}^{n} q(i) \|Q_i\|^2 + b_u^2 + b_i^2 \right). \]  

(3)

where \( p(u) \) is the probability-of-observing row of user \( u \), i.e., the number of items rated by the user; \( q(i) \) is the probability-of-observing column of item \( i \), i.e., the number of users who have rated item \( i \); and \( \lambda \) is a regularization parameter.

The probability distribution of user rating behavior is not uniform because some items are more popular and more likely to receive ratings, and some users are more likely to provide ratings. Therefore, the penalization of the feature vectors of users or items with more ratings is increased.

Stochastic gradient descent (SGD) is an effective tool for optimization and online learning [10]. We adopt SGD to optimize formula (3) and obtain the update rules \( P_u, Q_i, b_u, \) and \( b_i \):

\[ P_u = P_u - \eta \frac{\partial C}{\partial P_u} = (1 - \lambda \eta \cdot p(u))P_u + 2\eta e_{u,i} Q_i, \]  

(4)

\[ Q_i = Q_i - \eta \frac{\partial C}{\partial Q_i} = (1 - \lambda \eta \cdot q(i))Q_i + 2\eta e_{u,i} P_u \]  

(5)

\[ b_u = b_u - \eta \frac{\partial C}{\partial b_u} = (1 - \lambda \eta) b_u + 2\eta e_{u,i} \]  

(6)

\[ b_i = b_i - \eta \frac{\partial C}{\partial b_i} = (1 - \lambda \eta) b_i + 2\eta e_{u,i} \]  

(7)

where \( e_{u,i} = r_{u,i} - \hat{r}_{u,i} \). \( \hat{r}_{u,i} \) is the predicted rating, and \( r_{u,i} \) is the known rating. \( \lambda \) is a regularization parameter. \( \eta \) denotes the learning rate parameter, which controls the change in each step (Algorithm 1).
Algorithm 1 Online collaborative filtering with dynamic regularization (OCF-DR_1).

**Parameters:** $n, m, k, \lambda, \eta$

**Input:** a sequence of rating pairs $(u, i, r_{u,i})$

**Initialization:** initialize a random matrix for user feature matrix $P \in \mathbb{R}^{k \times m}$ and item feature matrix $Q \in \mathbb{R}^{k \times n}$; initialize a random matrix for $b_u \in \mathbb{R}^{1 \times m}$ and $b_i \in \mathbb{R}^{1 \times n}$; initialize zero matrices for $T_u \in \mathbb{R}^{1 \times m}$, the number of items rated by user $u$, and $T_i \in \mathbb{R}^{1 \times n}$, the number of users who have rated item $i$

**For** $t = 1, 2, \ldots, T$ **do**

1. Receive rating prediction request of user $u$ on item $i$
2. Compute $\mu$ and make prediction $\hat{r}_{u,i} = \mu + b_u + b_i + P_u^T Q_i$
3. The true rating $r_{u,i}$ is revealed
4. The algorithm suffers a loss $l(P_u, Q_i, b_u, b_i, r_{u,i})$
5. Update $T_u$ and $T_i$: $T_u = T_u + 1; T_i = T_i + 1$
6. Update $p(u)$ and $q(i)$: $p(u) = T_u/t, q(i) = T_i/t$
7. Update $P_u, Q_i, b_u$, and $b_i$ according to (4), (5), (6), and (7), respectively

**End for**

3.1.2. OCF-DR_II

Neighboring temporal information is an important factor in CF that improves the recommendation accuracy [14]. Lathia et al. incorporated the adaptive neighborhood into temporal CF [15], but they considered only the varying size of the neighborhood over time. Liu et al. added temporal information and developed incremental learning similarity to extend the neighborhood-based algorithm [22].

For every interaction, a user feature vector will change after a user rates an item. To prevent overfitting in this dynamic process, we incorporate a regularization term related to the difference between a users’ feature vectors and his/her neighborhoods feature vectors for a period of time. By online updating, the farthest neighbors of the user may change for a period of time. A diagram of dynamic neighborhoods is shown in Fig. 1.

So, we attempt to take the neighboring temporal information into OCF-DR_1. Then the objective function of OCF-DR_II becomes

$$C(P_u, Q_i, b_u, b_i) = \sum_{(u,i) \in C} l(P_u, Q_i, b_u, b_i, r_{u,i}) + \frac{\lambda}{2} \left( \sum_{u=1}^{m} p(u) \|P_u\|^2 + \sum_{i=1}^{n} q(i) \|Q_i\|^2 + b_u^2 + b_i^2 \right) + \frac{\alpha}{2} \left( \sum_{u=1}^{m} \sum_{f \in F_u} \text{sim}(u, f) \|P_u - P_f\|^2 \right).$$

(8)

where $F_u$ is the set of neighbors of user $u$; $|F_u|$ is the number of neighbors of user $u$; $\alpha$ and $\lambda$ are regularization parameters; $p(u)$ denotes the probability-of-observing row of user $u$; $q(i)$ is the probability-of-observing column of item $i$; and $\text{sim}(u, f)$ is the similarity between user $u$ and $f$, defined as

$$\text{sim}(u, f) = \frac{|I_u \cap I_f|}{|I_u \cup I_f|}.$$

(9)
where $I_u$ and $I_f$ are the respective sets that users $u$ and $f$ rated.

We can similarly obtain the OCF-DR-II update rules:

$$ P_u = P_u - \eta \frac{\partial C}{\partial P_u} = (1 - \alpha \eta \sum_{f \in I_u} \text{sim}(u, f) - \lambda \eta \cdot p(u))P_u + \alpha \eta \sum_{f \in I_u} \text{sim}(u, f)P_f + 2\eta e_{u,i}Q_i $$ (10)  

$$ Q_i = Q_i - \eta \frac{\partial C}{\partial Q_i} = (1 - \lambda \eta \cdot q(i))Q_i + 2\eta e_{u,i}P_u $$ (11)  

$$ b_u = b_u - \eta \frac{\partial C}{\partial b_u} = (1 - \lambda \eta)b_u + 2\eta e_{u,i} $$ (12)  

$$ b_i = b_i - \lambda \eta \frac{\partial C}{\partial b_i} = (1 - \lambda \eta)b_i + 2\eta e_{u,i} $$ (13)

where $\hat{r}_{u,i}$ is the predicted rating, $r_{u,i}$ is the known rating, $e_{u,i} = r_{u,i} - \hat{r}_{u,i}$. $\lambda$ is a regularization parameter, and $\eta$ is the learning rate parameter, which controls the change in each step.

To improve the algorithm’s speed, we regularly update the neighborhood of a user. We define the update cycle of the user neighborhood $C$ and the number of neighborhoods $H$ (Algorithm 2).

**Algorithm 2** OCF-DR-II.

**Parameters:** $n,m,k,\lambda,\alpha,\eta,C,H$

**Input:** a sequence of rating pairs $(u,i,r_{u,i})$

**Initialization:** initialize a random matrix for user feature matrix $P \in \mathbb{R}^{k \times m}$ and item feature matrix $Q \in \mathbb{R}^{k \times n}$; initialize a random matrix for $b_u \in \mathbb{R}^{1 \times m}$ and $b_i \in \mathbb{R}^{1 \times n}$; initialize zero matrices for $T_u \in \mathbb{R}^{1 \times m}$, the number of items rated by user $u$, and $T_i \in \mathbb{R}^{1 \times n}$, the number of users who have rated item $i$; initialize a random matrix for the neighborhood matrix $F \in \mathbb{R}^{m \times H}$

**For** $t = 1, 2, \ldots, T$ **do**

1. Receive rating prediction request of user $u$ on item $i$
2. Compute $\mu$ and make prediction $\hat{r}_{u,i} = \mu + b_u + b_i + P_u^TQ_i$
3. The true rating $r_{u,i}$ is revealed
4. The algorithm suffers a loss $L(P_u, Q_i, b_u, b_i, r_{u,i})$
5. Update $T_u$ and $T_i$: $T_u = T_u + 1; T_i = T_i + 1$
6. Update $p(u)$ and $q(i)$: $p(u) = T_u/t; q(i) = T_i/t$
7. Update $P_u$, $Q_i$, $b_u$, and $b_i$ according to (10), (11), (12), and (13), respectively
8. **if** $t = C$ **then**
9. **Update** $F$ according to (9)
10. **end if**
**End for**

4. Experiments

We performed several experiments to compare the quality of our proposed methods to those of the baseline approaches, and analyzed the results in detail.

4.1. Datasets

We performed experiments on three public datasets: MovieLens100K [7], MovieLens1M [7], and HetRec2011 [7], which are available from the MovieLens website.\(^1\) The MovieLens100K dataset contains 100,000 ratings from 943 users on 1682 movies. The MovieLens1M dataset consists of 1 million ratings from 6000 users on 4000 movies. The HetRec2011 dataset comprises 855,598 ratings from 2113 users on 10,109 movies.

We adopted the most popular metric, RMSE, to evaluate the prediction accuracy of our proposed methods. A smaller RMSE indicates better prediction accuracy.

4.2. Baseline approaches

To demonstrate the advantages and disadvantages of the algorithm, we conducted a comparative experiment with our three baseline approaches.

\(^1\) [https://grouplens.org/datasets/movielens/](https://grouplens.org/datasets/movielens/)
Table 1
Performance on MovieLens100K.

<table>
<thead>
<tr>
<th>Method/k</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLR</td>
<td>1.1242</td>
<td>0.9911</td>
<td><strong>1.0142</strong></td>
<td>1.1133</td>
<td>1.236</td>
<td>1.3603</td>
<td>1.4833</td>
<td>1.5949</td>
</tr>
<tr>
<td>CWOCF_I</td>
<td>1.0405</td>
<td>1.0101</td>
<td>1.0184</td>
<td>1.0536</td>
<td>1.0931</td>
<td>1.1541</td>
<td>1.2340</td>
<td>1.3473</td>
</tr>
<tr>
<td>SOCF_II</td>
<td>1.0403</td>
<td><strong>0.9863</strong></td>
<td>1.0434</td>
<td>1.1485</td>
<td>1.2432</td>
<td>1.3286</td>
<td>1.3985</td>
<td>1.4861</td>
</tr>
<tr>
<td>OCF-DR_I</td>
<td>1.0384</td>
<td>1.0390</td>
<td>1.0401</td>
<td>1.0398</td>
<td>1.0391</td>
<td>1.0393</td>
<td>1.0398</td>
<td>1.0405</td>
</tr>
<tr>
<td>OCF-DR_II</td>
<td><strong>1.0381</strong></td>
<td>1.0388</td>
<td>1.0384</td>
<td><strong>1.0385</strong></td>
<td><strong>1.0389</strong></td>
<td><strong>1.0391</strong></td>
<td><strong>1.0387</strong></td>
<td><strong>1.0393</strong></td>
</tr>
</tbody>
</table>

Table 2
Performance on MovieLens1M.

<table>
<thead>
<tr>
<th>Method/k</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLR</td>
<td>1.1166</td>
<td>0.9760</td>
<td>0.9695</td>
<td>1.0236</td>
<td>1.0976</td>
<td>1.1768</td>
<td>1.2500</td>
<td>1.3204</td>
</tr>
<tr>
<td>CWOCF_I</td>
<td>0.9732</td>
<td>0.9642</td>
<td>0.9693</td>
<td>0.9851</td>
<td>1.0139</td>
<td>1.0521</td>
<td>1.0806</td>
<td>1.1200</td>
</tr>
<tr>
<td>SOCF_II</td>
<td>1.0054</td>
<td><strong>0.9469</strong></td>
<td>0.9699</td>
<td>1.0211</td>
<td>1.0874</td>
<td>1.1544</td>
<td>1.2173</td>
<td>1.2765</td>
</tr>
<tr>
<td>OCF-DR_I</td>
<td>0.9707</td>
<td>0.9701</td>
<td>0.9691</td>
<td>0.9697</td>
<td>0.9700</td>
<td>0.9705</td>
<td>0.9719</td>
<td>0.9726</td>
</tr>
<tr>
<td>OCF-DR_II</td>
<td><strong>0.9688</strong></td>
<td>0.9689</td>
<td><strong>0.9685</strong></td>
<td><strong>0.9691</strong></td>
<td><strong>0.9683</strong></td>
<td><strong>0.9694</strong></td>
<td><strong>0.9698</strong></td>
<td><strong>0.9710</strong></td>
</tr>
</tbody>
</table>

Table 3
Performance on HetRec2011.

<table>
<thead>
<tr>
<th>Method/k</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
<th>40</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLR</td>
<td>0.9075</td>
<td>0.8869</td>
<td>0.896</td>
<td>0.9099</td>
<td>0.9654</td>
<td>1.0244</td>
<td>1.0862</td>
<td>1.1473</td>
</tr>
<tr>
<td>CWOCF_I</td>
<td><strong>0.8754</strong></td>
<td><strong>0.8541</strong></td>
<td>0.8906</td>
<td>0.8959</td>
<td>0.9076</td>
<td>0.9156</td>
<td>0.9222</td>
<td>0.9392</td>
</tr>
<tr>
<td>SOCF_II</td>
<td>0.9131</td>
<td>0.8630</td>
<td>0.8982</td>
<td>0.9147</td>
<td>0.9209</td>
<td>0.9367</td>
<td>0.9419</td>
<td>0.9577</td>
</tr>
<tr>
<td>OCF-DR_I</td>
<td>0.8921</td>
<td>0.8906</td>
<td>0.8912</td>
<td>0.8917</td>
<td>0.8920</td>
<td>0.8939</td>
<td>0.8941</td>
<td>0.8957</td>
</tr>
<tr>
<td>OCF-DR_II</td>
<td>0.8908</td>
<td>0.8900</td>
<td><strong>0.8898</strong></td>
<td><strong>0.8893</strong></td>
<td><strong>0.8888</strong></td>
<td><strong>0.8884</strong></td>
<td><strong>0.8879</strong></td>
<td><strong>0.8870</strong></td>
</tr>
</tbody>
</table>

- **OLR**: online low-rank approximation, which learns a rank-k MF by using online gradient descent to directly optimize the loss function [11];
- **CWOCF_I**: confidence-weighted OCF, which applies confidence-weighted online learning to address the OCF task [23];
- **SOCF_II**: second-order sparse OCF, which adds an absolute term to the objective function [18].

4.3. Results and analysis

4.3.1. Overall performance

We evaluated the performance of all the methods on the three datasets. The learning rate $\eta$ of all the methods was set to 0.005 for a fair comparison. The number of latent features varied from 5 to 40. The parameters of these baseline approaches were set according to previous work or by searching from a single experiment on each dataset. Each experiment was run randomly ten times, and we obtained the average values of each method.

Tables 1–3 present the performance of the methods on each dataset. The bold elements in the tables represent the best performance among all methods. The tables show that our proposed methods performed best in most cases. We take Table 1 as an example. As the number of latent features $k$ increases, the RMSE increases slowly in OCF-DR_I. Under the same value of $k$, the RMSE values in OCF-DR_II are slightly better than those of OCF-DR_I. Because the rating matrix is sparse, the neighbor weight method improves the prediction accuracy of OCF. Compared with those of the baselines, the RMSE values in our methods are stable with increasing $k$ because once our model has been fitted, users with very few ratings will have feature vectors close to the mean, so the predicted ratings for those users will be close to the average movie ratings.

The RMSE values of all approaches on the three datasets with the number of latent features ranging from 5 to 40 are shown in Figs. 2–6. Our methods outperformed the other OCF methods, and converged faster than all the baseline approaches, especially when the algorithm started running.

First, compared with other baseline approaches, i.e., OLR, CWOCF_I, and SOCF_II, we found that our methods performed better in terms of RMSE. In most cases, our method resulted in smaller RMSE values, indicating that methods that consider dynamic regularization are effective for online learning CF.

Second, we observed that our methods were more stable than the baseline approaches in most cases. OLR was relatively sensitive because it loses some temporal information in online learning. Temporal dynamic factors are important for OCF to capture the users' dynamic habits and interests throughout the online learning process.

Third, our methods were able to obtain relatively stable RMSE values under different conditions with varying numbers of latent features. Therefore, our methods are robust to the number of latent features.

Finally, when we compared OCF-DR_I and OCF-DR_II, we found that OCF-DR_II achieved lower RMSE values in most cases, indicating that the neighborhood factor is essential for OCF tasks to improve the prediction accuracy.
Fig. 2. Performance of all methods on MovieLens100K with $k = 5$.

Fig. 3. Performance of all methods on MovieLens100K with $k = 30$. 
Fig. 4. Performance of all methods on MovieLens1M with $k = 5$.

Fig. 5. Performance of all methods on MovieLens1M with $k = 30$. 
4.3.3. The impact of parameters

Fig. 10 and Table 4 present the impact of two parameters on our methods. First, we set $k = 25$ for OCF-DR_I to show its performance under different values of $\lambda$, which controls the impact of the regularization penalty for OCF-DR_I. We observe that the curve of OCF-DR_I declines more sharply and finally reaches a larger RMSE value with an increasing number of samples. Second, we set $k = 25$ for OCF-DR_II to show its performance under different values of $\alpha$ and $\lambda$. From Table 4, we observe that the performance of OCF-DR_II generally improves as $\alpha$ and $\lambda$ increase.
Fig. 7. Performance of all methods on MovieLens100K with different numbers of latent features $k$.

Fig. 8. Performance of all methods on MovieLens1M with different number of latent features $k$. 
observe that for a given parameter, the RMSE value decreases first and then increases as another parameter increases because the algorithm is underfit for extremely small \( \lambda \) or \( \alpha \) and overfit for extremely large \( \lambda \) or \( \alpha \). Therefore, both parameters are essential to constrain the stability and convergence rate of the algorithms.

5. Conclusions

In this paper, we considered the dynamic rating behavior and updated the weight of the user feature vector and item feature vector in each round to improve prediction accuracy. We then added the neighborhood factor to our method to track the drift of user preferences. Experimental results show that our proposed methods outperformed the baseline approaches. Compared to the baseline approaches, our methods converge rapidly and obtain high prediction accuracy, i.e., lower RMSE.
values. Therefore, to consider rational dynamic factors is crucial to improve the prediction accuracy of OCF methods. In the future, we will focus on two directions. First, we will try to extract user and item features from user/item side information by deep learning approaches offline as input for OCF. Second, we will attempt to apply our methods to education recommender systems.

Declarations of Competing Interest

We wish to confirm that there are no known conflicts of interest associated with this publication and there has been no significant financial support for this work that could have influenced its outcome.

References


